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A single (nonrelativistic, spinless) electron subject to a constant external 
electric field interacts with impurities located on an infinitely extended 
lattice by a potential of random strength. The random strength is given by 
a field of Gaussian random variables. We show the existence of the averaged 
dynamics and prove that in the weak coupling limit, A -+ 0, A2t = ~- fixed, 
one obtains the usual transport equation for the velocity distribution. 

KEY W O R D S :  Transport equation; random impurities; electrical conduc- 
tion, van Hove limit. 

1. I N T R O D U C T I O N  

One of  the central problems of  nonequil ibrium statistical mechanics is the 
r igorous derivation o f  macroscopic  evolution equations f rom the microscopic 
dynamics.  In  the present paper  we investigate this problem for the mot ion  o f  
electrons th rough  r andom impurities. This is not  an artificial case, since for  a 
real solid at sufficiently low temperatures impuri ty  scattering will be the 
dominan t  source o f  collisions for conduct ion electrons. The scattering by 
thermal  vibrations o f  the crystal and by other conduct ion electrons becomes 
increasingly weak as the temperature drops. As a consequence, the physics 
o f  impuri ty  scattering has been studied extensively (see Ref. 1 and references 
therein). 

We consider here a single (nonrelativistic, spinless) electron interacting 
with impurities by a smooth  potential  V(r - x), where r is the position o f  the 
electron and x is the posit ion o f  the impurity. One is tempted to express the 
r a n d o m  character  o f  the impurities by assuming their location to be random.  
However ,  a more  tractable model  results if  we assume the impurities to be 
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located on a fixed, infinite lattice and the interaction potential to be of random 
strength, which means that the potential is of the form vxV(r - x), where vx 
is a real random variable. We will be interested in a situation where the 
coupling between impurities and electron is weak and therefore scale the 
interaction strength by h > 0. Finally, we place the whole solid in a constant 
external electric field E. 

The total microscopic Hamiltonian then reads 

H a = - A  + h2E.r + h ~ vxV(r - x) (1) 

where F is a lattice, and the time evolution of a density matrix p is given by 
the Liouville-von Neumann equation 

(d/dt)p = - i[H ~, p] (2) 

The reason for scaling the electric field by h 2 can be easily understood in 
terms of a ball moving through a viscous fluid. If  the viscosity is decreased, 
then in order to maintain a stable situation, we should also decrease the 
applied force. It turns out that in our model the " f r ic t ion"  exerted by the 
random potential on the electron decreases proportional to h 2 as h -+  0 -  
hence our scaling. 

The precise nature of the random field {vx]x ~ F} should be rather im- 
material for small h. However, for mathematical reasons, we assume that 
{vx]x ~ F} is a field of Gaussian random variables with mean zero and 
covariance (v~vy) depending only on the relative distance of the sites x and y. 
Since the random variables v~ are unbounded, H a is only a formal Hamil- 
tonian. We can easily arrange the v~ in such a way that the electron is already 
at infinity in a finite time, which means that the dynamics is not uniquely 
defined for such a value of the vx. We will have to show that such values of 
the vx are of probability zero. 

Given the hint that the coupling A is small, one applies second-order 
perturbation theory (the first order vanishes since (v~) = 0) to derive formally 
the transport equation for the velocity distribution p(k) 

+ E-Vp(k) = f dk' K(k,  k')[p(k') - p(k)] (3) (d/dt)p(k) 

The collision kernel K is given in terms of the Fourier transform /? of the 
potential V and of the Fourier transform ~ of the covariance (VxVo) as 

K(k,  k')  = ~(k 2 - k'2)l I?(k - k')12~,(k - k ')  (4) 

The aim of the present paper is to show how one can rigorously derive 
the transport equation (3) from the microscopic equations of motion (2). We 
want to emphasize that by the same method we can also treat the derivation 
of the transport equation for the truly dynamical model, where at every lattice 
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site there sits a harmonic oscillator coupled to the electron by a one-phonon- 
electron interaction and not coupled to all other oscillators (cf. Section 4). 

Twenty years ago van Hove (2) investigated large systems with a Hamil- 
tonian roughly of the form (1). He used a perturbation expansion in ~ (Dyson 
expansion) and argued that the terms of order 2n should behave as ,~2nt~. 
(This should be contrasted with the " c r u d e "  estimate giving an order of 
3~2"t2".) This indicates that the proper limit to look at is 

,~ ~ 0, A2t = r fixed (5) 

which is the van Hove long-time, weak coupling limit. Furthermore, van Hove 
made plausible that most terms of order 2n should even behave as 12"t'~-~, 
E > 0, and therefore vanish in the weak coupling limit. The remaining terms 
should add up in such a way as to result in the transport equation (3). 
Amazingly enough, van Hove is right. 

At first sight, the weak coupling limit (5) might look surprising. It should 
be considered as a device to isolate a, for small A, dominant exponential time 
decay from "background"  contributions. To illustrate this point, two ex- 
amples are in order. The first one is the so-called Friedrichs or Lee model, 
which is so simple that the weak coupling limit can be followed analytically. 
The unperturbed Hamiltonian Ho has a single eigenvalue embedded in the 
continuous spectrum. The perturbation ;~V couples this eigenvalue to the 
continuum. One is interested in the survival probability of the eigenstate. For 
small ,~ one has typically three time scales: an extremely short initial time 
period followed by a long time period with almost pure exponential decay 
and, finally, a long-time tail with a power law decay. On the (reduced) r time 
scale the exponential decay rate stays practically constant and in the limit as 

-+ 0 the pure exponential decay survives. 
The other example is somewhat more closely related to the present 

model. Bruin (a) made a molecular dynamics study of the two-dimensional 
Lorentz model, where a hard disk moves through 2000 random point 
scatterers. He computed the velocity-velocity autocorrelation function for 
small scatterer densities p. On the reduced time scale ~- = tp one finds the 
dominant exponential decay e x p ( - ~ r )  as given by the Boltzmann equation 
and some small contributions which vanish in the limit p - + 0 ,  t - +  o% 
t o = ~- fixed. This example shows also, if one believes in the analogy, that 
the diffusion constant and the conductivity as computed from the transport 
equation (3) give the coefficient of the lowest order term (proportional to 2~- 2) 
in a ,~ expansion (which is very likely not a power series expansion) of these 
transport coefficients. 

On a more intuitive level the weak coupling limit means that for small 
,~ in a unit r time interval the electron interacts weakly with many impurities. 
Only in this limit can we hope to approximate the averaged microscopic time 
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evolution (which contains complicated memory effects) by as simple a 
Markovian time evolution as (3). 

Martin and Emch (4~ studied rigorously the van Hove weak coupling 
limit for a model which is a simplified version of the present one. They use a 
momentum cutoff, which means that the electron lives on the lattice of 
integers 2 3 (the momentum space is the first Brioullin zone [-7r, ~r]3). They 
assume a g-type interaction potential and set E = 0. They studied the 
averaged matrix elements ((~blexp(iH~ in the weak coup- 
ling limit and did not derive the transport equation (3). The importance of 
the work by Martin and Emch lies, besides its originating the model, in the 
fact that they revealed the mechanism responsible for the existence of the 
weak coupling limit: The spreading of the quantum mechanical wave packet 
allows one to control the perturbation expansion in such a way that in the 
limit A -+ 0, A~t = T fixed, the transport equation results. 

The paper is organized in the following way: We choose a Hamiltonian 
HA a that is of the form (1) with the sum only over the finitely many sites in 
A = F. Then the existence of the averaged dynamics T~a for observables in 
the interaction picture can easily be established. In Section 2 we show the 
existence of the averaged dynamics in the infinite-volume limit 

lira Tp.AA = T,~A (6) 
A-*P 

where A is a function of the momentum. Ill Section 3 we establish the existence 
of the weak coupling limit 

lim T~-2,A (7) 
h ~ 0  

and show that this limit is given by the integrated form of (3). The transport 
equation can be derived under the following conditions: (i) a sufficiently 
rapidly decreasing potential V and covariance (vxvo); (ii) a spatial dimension 
of three or greater; and (iii) 0 ~< ~- < ~o, where To is roughly inversely pro- 
portional to the sum ~x~v l(v~vo)l and depends in a more complicated way 
on the potential V [cf. (54)]. 

The restriction (ii) comes from the fact that the spreading of the quantum 
mechanical wave packet, used in an essential way in the estimates, is propor- 
tional to It[-~/2, which is integrable only for v /> 3. Condition (iii) reflects 
the use of a perturbation expansion whose convergence on the ~- time scale 
can be controlled only up to ~'0. 

2. EXISTENCE OF THE AVERAGED D Y N A M I C S  IN THE 
INF IN ITE-VOLUME L IMIT  

The motion of the free electron in v-dimensional space under the 
influence of an electric field ~2E is described by the Hamiltonian 

Ho ~ = - A  + ;~E.r (8) 
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acting in the Hilbert space a f  = L2(R0. The Hamiltonian Ho a defined on 
smooth functions has a unique self-adjoint extension. The unitary group 
generated by Ho a is denoted by UoX(t) = exp(- iHoat) .  We assume that the 
random impurities are located on a lattice P ~ R ~ interacting with the electron 
by a smooth, rapidly decreasing potential V: 

Ha x = - A  + A2E.r + h ~ v x V ( r -  x) (9) 
x e A  ~ P 

where Vx ~ ~ and V(.) acts as multiplication operator. (Later, we will allow 
potentials with somewhat less restrictive decay properties at infinity.) If  A 
is a finite subset of P, then H .  ~ defined on smooth functions has a unique self- 
adjoint extension. We denote by UA~(t) the unitary group generated by HA a. 

To express the random character of the impurities we let {Vx[X ~ F} be a 
translation-invariant, mean-zero field of Gaussian random variables, not 
necessarily independent. The field is uniquely characterized by its covariance 

@xVv) = gx-~, x, y ~ P (10) 

where 

g'e l,(P), R(k) = (BZ) -lj2 ~ e-Z*kgx > 0 (11) 
X E I "  

for all k ~ BZ(P), the first Brillouin zone of P. BZ is the volume of the first 
Brillouin zone. Any odd correlation function vanishes and the even correlation 
functions are given by the rule 

n 

<vx, .." vx=.> = ~ I - - I  g,~(2,_l,-x,(=,, (12) 
P J=l 

xl ..... x2n e F, where the sum runs over all (2n)!/(n! 2 ~) pairings of the integers 
{1 ..... 2n}. [This is the subset of all permutations of {1 .... ,2n} such that 
p(2j - 1) < p(2j) andp(2j  - 1) < p(2j + 1).] For finite A we use the projec- 
tion <. >a of the Gaussian measure to the cylinder set Nlal. 

In the following we will be interested in the time evolution of observables 
A ~ d c B(~"), which are functions of the momentum, i.e., we will study 
only the time evolution of the velocity distribution. Whereas the present 
section certainly generalizes, it is not clear whether the analysis of the weak 
coupling limit can be extended beyond d .  It should be noted that ~ is neither 
invariant under U, qt)  nor invariant under the averaged time evolution. To 
define the averaged dynamics for a finite A c p (for observable A e d in the 
interaction picture) we expand in terms of a Dyson series: 

(4', T~AAr =- <(r Uoa(t) U.a(-  t)A UAx(t) Uoq-  t)#))A 

= 2 ( - i a ) "  f d t , . . .d t ,  ~ <v,. . .vm>a 
r ~ = O  O<~tJ.<~'"<~tn <~l~ x j . , . . . , x n ~ . *  

x (r [V(r - x , ,  tO, [ .... [V(r - xl,  h), A]...]~) (13) 



390 Herbert Spohn 

where V(., t) = Uoa( - t)VUoa(t). We have the bound 

[(~, Uo~(t)UA~(--t)AUA~(t)Uo~(--t)qJ)I ~ t t~ II~bll ~A~ e2~t~ 

where 

(14) 

x ~ A  

The right-hand side of (14) is integrable by the assumption on g. Therefore, 
the averaged dynamics of the electron interacting with finitely many im- 
purities exists. 

To describe the motion of the electron in the infinitely extended field of 
random impurities, it is natural to take the limit of T~A as A tends to P. We 
will show that this limit exists for a suitable class of observables A E ~ .  

Before we state the theorem we note that Uo~(t) has a very simple 
representation in Fourier space. Let f :  [~v __> R be the solution of the differ- 
ential equation 

A2E �9 Vf(k) = k 2 (15) 

and let VE(t) be the shift by h2Et: (VE(t)~)(k) = ~(k + h2Et). Then 

Uoa(t)~b = e i r V s ( t ) e - ~  (16) 

T h e o r e m  1. Let V ~ 5P(N v) and A e B ( ~ )  be a continuous function of 
the momentum. Then in the strong topology of B ( ~ )  

lim Tt~.AA = Tt~A (17) 
A ~ P  

exists. Tt a is defined through the norm convergent series 

T~A = ~ (ih) 2~ f dt2~ ... dtl 
r t = 0  

• ~ <v~2" ... v~>[V(r - x2,,  t2,), [ .... [V(r - x l ,  h), A]...] (18) 
Xl,...,X2n~I ~ 

ProoL The commutators in (13) introduce permutations of the time 
arguments that are given as the subset of all permutations of {1 ..... n} such 
that for a l l k =  1 .... , n  

~r(n) > rr(n - 1) > ... > ~r(k) --- 1 < ~r(k - 1) < ... < rr(1) (19) 

[We will always think of the permutation as ordered from the right, i.e., 
~r(n) ... ~r(1).] Since by definition any odd correlation of the Gaussian random 
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field vanishes, the sum (13) extends only over even integers. To simplify 
nota t ion we define 

R.,~(t~ .... , t ~ ) A  = ~ ,  <v~~ ... v~>~ 
X l , , . . , X 2 n ~ A  

x [V(r - x=,, t=,), [...[V(r - x l ,  q) ,  A]...] (20) 

= f dt2, ... dq  R, ,A(q ..... t2,)A R, .A(t)A 
Lt  

0~<~i~< . - .  <f,2n~t 

Then,  using the form of  the free evolution in (16), we obtain 

(~, ~,,~(tl,..., t~.)A~) 

si(rr)(2~r)- ~ 
X 1 , . . .  �9 X~.I~ , ~ A  

~v(2tt + i) 

x A(O~+ o)~(O0 exp{i[f(O=.+,) - f (02 .+~  - ,VEt=<2.,)]} 

x exp{i[f(Oj - A2Et~(j)) - f ( |  - t2EGo-_1~)]} 

x exp{i[f( |  - A2E&m) - f ( O 0 ] }  

x 17(Oj+, - 0j)exp[ixj(Oi+ 1 - Oj)] (21) 

where 3 = 0, 1 and si(~r)= 1 , -  1 depending on the permuta t ion  ~r. The  
average is bounded  by 

](Vxz, "" Vxl>]A ~< [2n!/(n! 2")](llg[l~) ~ (22) 

Let  ~b e ~9~(~ ~) and let A ~ C ~(R ~) as a funct ion o f  the momentum.  Let  Aj 
denote the Laplacian acting on functions o f  q~s. We insert in (21) 

2 n  

1-[ (1 - A , ) - m ( 1  - -  A , e  
j = I  

with some positive integer m. Then  

2n ! 2 ~ ( 

• 17-[ [(1 - A,) -m 
X 1 . . . . .  x 2 n 6 A  ]=2 

x e x p { - - i [ 0 j ( x j -  xs_i) -- O~2(t=o>- t=~j-,>) + 03aZE(t=2cj)- t~;-,~)]}i 

x I(1 - A1)-r~ e x p [ - i ( 0 z x ,  - | + Oxh2Et~cx>][) 
t 

x I~*(o2.+~)l (1 - A,)'u2(| - Oj)A(O~+o)~(| (23) 



392 Herbert Spohn 

The term in the large parentheses is a 2n-fold convolution, which we will 
estimate first. Let G~ be the Fourier transform of (1 + h2) -m. Then 

sup ~" [(1 - A) -m exp [ - i ( |  - 02s + OA2Er)][ 
| x ~ P  

= s v  xg f  ex, t ,(x - + 

.< ~ (1 + x ~ ) - ~ ' (  dy I(1 - • (24) 
XEI ~ d 

where we choose the positive integer m' such that the sum is finite. Expression 
(24) is bounded by a finite polynomial C(Is]) with positive coefficients of the 
form 

CaB ~ dy ly=D~Gm(y)] 

where ~, fi are multiindices and D stands for differentiation. Upon Fourier- 
transforming, we obtain 

f dy [y~DBGm(y)'= f dy f dk e'kVD~kB(l+k2)-m t 

f dy (1 + y2)-m'f dk [(1 - A)m'D~kB(1 + k2)-~[ < O0 

(25) 
for a suitable choice of m. Therefore we can choose m in such a way that 

I(~, R.,A(t)A~)I 
1 <<. ~ [tC(2t)12"([]gUo~)" 

x ]]('II dO2,,..., dO.,r I [(1 - Aj)ml2(Oj+l -- |174174 
i = 1  

1 
<~ ~ [tC(t)l~(llgll ~)"(C')%~ll IIA 11 = II~ll- (26) 

by our assumption on V, A, and ~b. Here ~b[]_ is the maximum of the L ~- 
norms of the derivatives of ~b up to order 2m and IIAII z is the maximum of 
the sup norms of the derivatives of A up to order 2m. Condition (26) estab- 
lishes the strong convergence of (13) for all t uniformly in A. 

To show that the strong limit 

lim R.,A(t)A~b 
A ~ r '  

exists, we insert in (21) 

(1 - A~)r"[1 + (xj - xj_~)2l -'~ (27) 
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before the last exponent. Then for A c A' 

1(r [R,,A,(t)A - R,,A(t)A]r 1 

2n 

-< llr 1--I [1 + (x: - xj_l)2]-~(1 + xx) -m (28) 
Xl , . . . ,X2nEA' \A  ] = 2  

which tends to zero as A, A' --> F. 
By Lebesgue's dominated convergence theorem, the strong limit 

lim T~AAr = Tt~Ar (29) 
A ~ P  

exists and is given by (18) for all ~b ~ 6a(R0. Since by definition 

[lTdaA[[ < IlAII (30) 

and since 5:(R ~) is dense in ~,, (29) establishes strong convergence of T~AA 
as A -+ F. Since C | is dense in C(W) in the sup-norm and because of 
(30), (29) holds for all A E B(~r that are a continuous function of the 
momentum. The norm convergence of (18) will be proved in the next 
section. [ ]  

The proof shows that our assumption on V was somewhat too stringent. 
It suffices to choose V such that the derivatives of its Fourier transform up 
to order 3(v + 1) are integrable. From our later estimates it will follow that, 
in fact, the series (18) converges in norm if V, l;r~ LI(W). 

3. THE  W E A K  C O U P L I N G  L IMIT  

Let C| be the space of continuous functions on R v w i t h f ( k ) - +  0 
as Ikl-+ ~ .  The space C| is a Banach space under the sup norm. Let 
V~ 5:(~v), g ~ s(P). Then the transport equation 

(d/dt)A - E.  VA = L(A) (31) 

with 

L(A) = (BZ)a/2 fn v dk~ I~(k - kl)12~(k - k O  8 (k  2 - k 1 2 ) [ - A ( k )  + A(kl)] 

(32) 

generates a contractive, positivity-preserving semigroup on C~(Rv). [Since 
we study the time evolution of observables, i.e., of functions of the momen- 
tum, the generator in (31) is the dual of the generator in (3).] The Fourier 
transform ~ is extended periodically out of the first Brillouin zone. We denote 
by St the semigroup generated by (31) and by S ~ the semigroup generated by 
(31) with L = 0. 
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To verify our claim, we note tha t  L is a bounded  operator ,  since 

( dkl II?(k - kl)l 2 3(k 2 - kl  2) < ~ (33) s u p  
k ~  v J 

Let f E  C ~ ( ~ ) .  Then there exists a point  ko e ~v such tha t  If(ko)] = [[fII. 
I f  we choose b = f*(ko) ~(k - ko) as normal ized tangent  functional  to f ,  
then one verifies directly tha t  L is accretive (Ref. 5, Chap.  X.8). Therefore  
e Lt is a contract ive semigroup.  Apply ing  the Trot te r  p roduc t  fo rmula  to e Lt 
and S, ~ we conclude tha t  St is a contract ive semigroup.  

We are now in a posi t ion to state our  main  result. 

T h e o r e m  2. Let  V e  5~(Rv), g e s(F), and A ~ C~o(R~). Then the series 
(19) defining Tt ~ converges in norm.  Let  St and S~, ~ be defined as above.  I f  
v /> 3, then there exists a ~o > 0 such that  for  all 0 ~< r < r0 

lira T2-2,A(p) = (S~ ~ B(~,~) (34) 
h ~ 0  

in the weak topo logy  of  B(~Cf). Here  A(p) denotes the funct ion A of  the 
m o m e n t u m  p as an element of  B(Yf). 

Proof. First  we establish some nota t ion  and give an outline of  the main  
steps of  the proof .  We set [cf. (18)] 

Tt a= ~ (iA)2"R,(t) (35) 
r~=0 

R,(t) is a sum over  2"(2n)!/n! terms. We have 22" terms arising f rom the 
commuta to r s .  They  are indexed by the permuta t ions  7r as in (19) and by the 
posi t ion 3 of  A either to the left, 3 = 1, or to the right, 3 = 0, of  q .  To  each 
~r, 3 we have (2n)!/(n! 2 ~) pairings p of  the integers {1 ..... 2n} arising f rom the 
correlat ion functions (vm,  -.- v~}  [cf. (12)]. Therefore  

R,(t) = ~ R~O'(t) (36) 

R~P(t) is the t ime integral over  R~P(t~ .... , t2~): 

R~~ = f RXoP(t~,..., t2,) (37) 
, d  

O~tz <~ ... ~t2n<t 

The p r o o f  involves three steps. 
(i) Fo r  v >/ 3 we show the bound  

I(r R.(OA4,)t <. IIr II~ll lib/linG"t" (38) 
I f  zoC < 1, we can therefore interchange the limit as ) t -+  0 and the sum 
over  n. 
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(ii) We call a pair ing p trivial for  the pe rmuta t ion  ~ [cf. (19)] if  any odd 
~r(j) is paired with ~( j )  + 1. For  v >1 3 we prove  the bound  

1(4, Rg~ <<- 11411 II~llC't "-~ (39) 

�9 > 0, for  all pairings p nontr ivial  for  ~r. Therefore,  if  p is nontr ivial  for  ~r 

lim (i~t)2"R{~ - %)a = 0 (40) 
A~0  

(iii) I f p  is trivial for  rr, we prove  the existence of  the weak limit 

lim (iA)2=Rg~(A- 2r)A = R{O(r)A (41) 
k--* O 

and show tha t  all terms sum up to 

~. R~~ = S ~ (42) 
n = O  ~,6 

A d  (i): We assume A e 5~(W). In  (20) (with A = P) we insert the expres- 
sion (12) for  the correlat ion function. We also insert the explicit fo rm o f f  
following f rom (15). Then 

(4, R~~ .... , tz.)A~b) 

= si0r) (2rr)-"v(BZ)-"/2 

f d k l . . . d k .  )< 

Xl,...,X2n~ 
B Z ( P )  n 

• ( 
, d  

~ v ( 2 a  + 1) 

x exp[- i (@12t~m - 0~,+ lt~(2~)] 1---[ e x p [ -  i| - G(j-17)] 
\ j = 2  

x exp[ia2(EO~t2=m - EO2=+ ltk2.~)] exp[ia=&t(O~J~ - t=2~J- ~3] 
= 

x 12(| 1 - |174 * - | 

x{~__lg(k , )exp[ik , (x , (2 , ) -x , (2j . - , ) )]}  (43) 

The  sign si(~r) o f  the pe rmuta t ion  rr is determined by the following rule: I f  
we have the order  -.. t2j ... A ... t2j_ 1 "'" or  vice versa, we mult iply by - 1 ,  and 
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otherwise by 1 ; j = 1 ..... n. If  A is to the left of t~, then 3 = 1 ; if A is to the 
right of t~, then 3 = 0. We have 

(BZ) -~ ~ e '~e = ~ ~(@ - ~,) (44) 

where 7 runs over the reciprocal lattice F*. In (43) we therefore obtain the 
8-functions 

3(| - | + kj - yt - 7.+s), j = 1 ..... n. 
(45) 

The basic strategy for proving (38) is to exploit the spreading of the wave 
packet due to the terms exp(iOj2h). For  this purpose (43) has to be rearranged 
somewhat. We perform the integration over the O variables (except for @1) 
by using the 3-functions (45). We extend the k integration over all R v, thereby 
taking care of the summation over y~+l,..., y2~. We write A as a Fourier 
transform 

A(@k+o) = f dy eiYe~+o,'f(y) (46) 

By estimating the | and the y integrations we obtain finally 

1(r R-~'(tl ..... t2-)Ar 

< (2,0-"~(BZ)~"'~IIr I1r 

x sup sup ~ [fRdkl. . .dk,  exp[-iQ'~,ffk)] 
O ~  1 Y 6 ~  1 y l , . , . , y n ~ p *  vn 

x exp(ik/j) 1--I P ( k 3 P ( - k 1  + r;)~(k3 (47/ 
i = 1  t = 1  

Q"'ffk) is a quadratic form in kl ..... k,  depending on q ..... te~, the permut- 
ation v, and the pairing p. The l 1 depend on 3, | Y, q ..... t2,, t, and 12E, 
but do not depend on the kj. This is a fortunate circumstance, for the spread- 
ing of the wave packet is independent of the addition of a form linear in k 
to Q'~.p(k). Therefore the specific form of the lj is of no importance. The 
form of the Q~'p matrix will be essential for the estimates in Lemmas A1 and 
A2, but does not interest us at the moment. If  we regard the last product in 
(47) as a product of wave functions, we can apply the following result: 

The Basic Estimate (Spreading of the Wave Packet).  
Let Q be a real, symmetric, n-dimensional quadratic form, and let l be a 



Derivation of the Transport Equation for Electrons 397 

linear functional and ~b 1 .... , ~b, ~ 5e(N~). Let P be a projection diagonal in the 
given representation of Q. By det PQP we mean the determinant of the 
principal minor corresponding to P. For P = 0 we set det PQP = 1. Then 

] f~v, {exp[i((k[Qk~ + (l,k~)]}~l(kl) ... ~(kn) dkl ... dk~ I 

<<. IdetPQPI -~I2 cj (48) 
\/=I 

where cj is the maximum of 

f~v I~j(k~)l dkj and 

(49) 
(47r)-v/2 f~cv dy (] _~_ y2)-m f~cv I ( l  - -  A')mt~j(ki)i dkj 

w i t h y +  1 4 2m 4 v + 2 .  

Remark. We need the projection P, since the bound by [det Q]-~/~ 
becomes poor as any of the eigenvalues of Q becomes small. The general 
bound by ]-I II~bj]]l is not sufficient. 

Proof. First we show (48) for P = 1. Let Aj, j = 1 .... , n, be the eigen- 
values of Q and let O diagonalize Q. Viewing exp(i(k] Qk)) as distribution, 
we obtain 

I res. {exp[i((k t Qk) + (llk))]}~bl(kl) ... ~,(k,~) dkl ... dk,~ 

;I f ;i = [4~rZj I -~j2 dxl ... dx, exp[(i/4aj)xj 2] 
1=1 v j=l 

x fa,, dkl ... dk,~ [exp(i(x + Ollk))]~b~((O*k)~ ) ... ~h,((O*k),)l 

~< (4rr)-nv/21det Ql-~J2 f dxx ... dx,, 

n 

<~ldetQl-'J2[(4rr)-~/2;e d y ( l + y 2 ) - m ] { ~ f e ~  dkj i(1 - Aj)m@j(kj)l) 

(5o) 
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I f P  ~ 1, then 

Eq. (48) 

= ~ dkz ... dk~ exp{i[(klPOPk ) + (llPk) + 2(kIPQ(1 - P)k)]} 
JR v n  

x { ~  ~ b j ( k , ) } e x p { i [ ( k l ( l - P ) Q ( 1 - P ) k ) + ( l l ( 1 - P ) k ) ]  , 

x {,~z~_ e~b,(kj)} (51) 

and the estimate follows as before. �9 

Ad (i) Continued: Applying the basic estimate to (47), we conclude 
that for all diagonal projections P 

I(q ~, RX~ ..... tz~)At))l <- 114111tr ]]-'{II1CpldetPQ~'~P[-v/2 (52) 
where 

c = ~ c(r) (53) 

with c(~,) the maximum of 

(2,~)-v(BZ)3J2f & IP(k)P(-k + ~,)~(k)l and (54) 
aR v 

(2 ,~)-~(4~)-~'2(Bz)*'~ dy (1 + y~)-m( dk 1(1 - A)~f~(k)r + r)~(k)l 
�9 s R v  .s ~ v  

By the assumption on V and g, C is finite. By Lemma A1 of the appendix 

I(~ b, R~P(t)A~b)[ <~ I1r l[~ll t[-gll~(1/nt)(Cllhl[O ~t~ (55) 

We have 2~(2n)!/n! such terms, which implies 

2n ! 2 ~ 
1(~, R,(t)A~b)[ <<. I1~11 tI~1111AII, ~ (C[[hHz) € (56) 

(2n)!/(n! n!) behaves for large n as 4L Therefore (56) proves the estimate 
(38) with roSfllh[l,  < 1. 

If we estimate (47) directly (formally, P = 0), then we obtain the bound 

I(~, R.(t)A~b)[ <. 11~11 I[r ]l~ll(1/2nt) C"t== (57) 

with C given by (53). This shows that the series (18) for Tt a converges in 
norm for all potentials such that C < oo. A sufficient condition is obviously 
g e h ( r )  and V, P ~ Lz(N~). 

Ad (ii): By (52) and Lemma A2 of the appendix, for any pairing p 
nontrivial for r~ 

I(~, R~'(t)A~b)l < 1141111~llC't"-" (58) 
proving (39). 
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A d  ( i i i ) :  Let $, ~b ~ 6e(Rv). By (58) in the limit as A -+  0 only the pair ing 
trivial for  zr survives. In  the following, p always denotes the trivial for =. We 
introduce the difference variables 

and the rescaled t imes 

( j =  1 .... , n ) . T h e n  

(i~)~(r ~ 0 -  ~)Ar 

$5 : t25 --  t25-1 

T 5 = )t2tz5 

fo, .f = ~ ( - 1 )  ~ dT~ ds~ d~'~-i 

. . . f~  2-~252 / *~- 2~1 
d~-i Jo d s l  (r  R ~ ( s l  . . . . .  s~,  .Q, . . . ,  -r~)Ar (59) 

We want  to show first tha t  f rom the sum over V1,..., ~,~ in (43) with p 
trivial for  = only the te rm with 71 . . . . .  ~ = 0 survives in the weak coupl ing 
limit. For  this purpose  the k-variables are not  so convenient.  Therefore,  we 
express in (43), with the help of  (45), the k integrat ion in terms of  the 0 
integration.  Then the n S-functions 

8(Op(2j)+~ - Op(2j) + 0~(2j-1)+1 - 0m5-1)  - 75) 

( j  = 1,..., n) remain.  We per form the integrat ion over  the 8-functions in such 
a way that  the integrat ions over 0 = | and | with co(j) = p ( 2 j  - 1) + 1, 
j = 1,..., n, remain.  Let  G(j)  = p(2j)  - 2 m ,  where m /> 0 is the smallest 
integer such tha t  G(j)  is one of  the co(j), and let E s = 1 if t2j is to the left 
o f  t25-1, and E 5 = - 1  if t25 is to the right o f  t25_1. [The permuta t ion  ~ is 
ordered f rom the right:  ~(2n) ... ~r(1).] Then  the integrand of  (59) is given by 

(4 ,  R~OP(sl . . . . .  s~, r l  . . . . .  r~)A~b) 

= si(n-) (27r)- '~(BZ) 3n/2 

x ~ f dO d0~o(1)"'" d 0 ~ ( , ) $ * ( 0  + y~ + . . . +  y=)A(0k+e) 
71,..., TnEl~* d~v(n + 1) 

x ~(O) g(o~(5) - O~j))~(-O~(5) + O~.) + ys)~(O~) - O~o)) 

x exp{-is~Es[(O~u) - Er~) 2 - (O~o) - Ers)2]} 

x e x p [ - i h % s s s ~ E ( O o ,  u) - | exp{i[Q(y) + l(y)]} (6O) 
! 
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Either 3 = 1 or  3 is the largest nonposit ive,  even integer such tha t  k + 3 
is one of  the oJ(j). Here  ~ is a quadrat ic  fo rm and l a linear functional.  They 
arise f rom terms of  the fo rm 

= A-2(O~(~ + r~ + ' " +  ~#.)2(~'m - ~',.. + A2s) 

x A 2 E |  t~p(2j))) 

= A - 2 E ( @ ~ ( y )  + yj + . . . +  ~'j,)('rm 2 - T2m , + 2A2s*m - 2A2Srm , + sA g) (61) 

with m # m' .  Here  s s tands symbolical ly for  s~, s~., their difference, or  zero. 
The  bound  (56) allows us to interchange the limit as ~, -+  0 and the sum over  
the ~, as long as ~- < ~o. Necessarily,  j < j '  and m # m' .  Therefore  for  
(~'~,-.., 7',) # 0 we obtain  rapidly oscillating terms as ), becomes small, which 
give zero contr ibut ion as integrated over  (-r~ ..... ~-,). Therefore  in the limit 
as ~, -+  0 only the t e rm with y~ . . . . .  y ,  = 0 survives. 

T o  prove  the desired limit, we need yet another  set o f  integrat ion vari-  
ables, after  pe r fo rming  the integrat ion over  the n 8-function just  below (59). 
Let  # be a pe rmuta t ion  such tha t  for  odd  7r(j), rr(j) + 1 is to the left o f  7r(j). 
I f  ( p ( 2 i  - 1)p(2i)) is the pair ing associated with t2j-1 and t2j , we set |  = 
@~<j). Fo r  given # the remaining integrat ion variables are tO = tO~, tO/, 
j = 1 .... , n. T o  each such permuta t ion  ~ we associate 2" - 1 other  pe rmuta -  
t ions with the same sign si(#):---t2~t2~_~ . . .  A ... is associated with ... A ... 
t 2 ] _ l t 2 j  ". .  and -.- t2i "" A ... t2j-~ is associated with . . -  1 2 ] _  1 . . .  A ... t2j  "". In  
(60) this changes the sign of  Ej and allows us therefore to extend the integra- 
t ion over  s~ f rom - A - 2 , j  to A-2Tj. This  introduces in the upper  l imit  of  
integrat ion o f  Tj an error  o f  order  ?,2sj, which is negligible in the l imit  as 
2, -+  0. Therefore  

l im ( -  1) ~ ~ si(#) dTn "" d tx  d s l  dtO dtOx' . "  dtO~" 

• (2~r) - '~(BZ)~'/2~*(to)A(to;e,)6(to) 

• e x p { -  ts~[(O~ -- Er~) 2 -- (to~(~) - -  E T ~ ) 2 ] } [  V ( t O j '  - -  t O ~ ( J ) ) t  

x o6(tO/ -- |  exp [+  i ) ~ 2 s ~ E ( t o /  - | 
.= 

( -  1 ) ~  s i ( ~ )  
d J 

x $*(to)~(o g ( o /  - E ,~ ,  t o ' ~  - E ' ,  A(tO;~O (62) 
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where 

K(0,  0 ' )  = (BZ) 3'2 3(0 2 - 0'2)[12(0 - 0')]2~(0 - 0 ' )  (63) 

~( j )  is determined by the same rule as above, K(j) = 1 if  3 = 1 for # and 
K(j) = m if ~ = 0 and if we have the order ... t2m ". t2 t lA t2m_ 1 "'" for #. We 
recognize (62) as the Dyson expansion 

S ~ , S # )  = f d r , . . ,  d r l  (r L ( r , )  ... L ( . r l ) A $ )  (64) (r 
l u ,  

where L(T) = S~  ~ Since IIT2-2~At[ < HAIl, the weak convergence on a 
dense set in ,Yg implies weak convergence. Since Se (~ )  is norm dense in 
C~(R v) and since [[Tt~ll ~< 1, HS~ ~< 1, we have weak convergence for all 
A e C~(RO. [] 

The proof  shows that the requirements of  Theorem 2 on the covariance 
(VxVo) = g~ and on the potential Vare somewhat too strong. Sufficient condi- 
tions are ~ ~ c2m(BZ(I-')), V~ Ll(~v), I'?E c2m(R0 such that all derivatives 
up to order 2m are integrable, v + 1 ~< 2m ~< v + 2. 

4. C O N C L U S I O N S  A N D  C O M M E N T S  

(i) The proof  we gave is unsatisfactory in two ways. (1) Certainly the 
restriction r < ~'0 and quite likely the restriction v >/ 3 are artifacts of  our 
method. Physically, one would expect the weak convergence in (34) for all 
r and v = 1, 2,.... (2) Our proof  depends in a very delicate way on the fact 
that the dispersion taw is co(k) = kL I f  co is only slightly varied, the proof  
breaks down. The reason is that it is not clear how to extend the basic estimate 
(with the right n dependence!) to the other dispersions. 

(ii) I f  so wanted, one also can give the Hamiltonian H a [cf. (1)] a 
dynamical (nonrandom) interpretation, vx is then to be interpreted as the 
position of the oscillator at site x of  an infinitely extended quantum harmonic 
crystal (which has its own independent dynamics). This means that the ideal 
solid interacts with the conduction electron by a one-phonon-electron process. 
The average over the Gaussian measure is replaced by the average over the 
thermal equilibrium state of  the harmonic crystal. We have then the same 
rules for expressing the higher order correlation functions in terms of  the 
(now time-dependent) two-point function ( v x ( t ) v y ) .  I f  we choose the harmonic 
crystal as a set of  independent oscillators all with the same frequency oJ, then 
our estimates still hold. The collision kernel K is given by 

K ( k ,  k ' )  = If?(k - k')12(2~o)-~[(1 - e-a~ -~ 3(k 2 - k '2 + co) 

+ (e ~~ - 1) -1 3(k  z - k '2 - co)] (65) 
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This is the so-called Fr6hlich model (6) and describes the interaction of 
electrons with the optical mode. The weak coupling limit for the polaron 
with less trivial dynamics for the harmonic crystal is an open problem. 

(iii) Davies (7) studied the weak coupling limit for a finitely extended 
quantum system coupled to a thermal reservoir (an infinite, quasifree Fermi 
system at equilibrium). It should be noted that in this model the weak 
coupling limit is controlled in a way very different from ours. Davies has to 
estimate time integrals over equilibrium time correlation functions of the 
reservoir. The existence of the weak coupling limit is completely independent 
of the system Hamiltonian (as long as it has a pure point spectrum). The limit 
is, so to speak, reservoir-induced. Quite to the contrary, in our case the 
existence of the weak coupling limit depends strongly on the system Hamil- 
tonian. It is tempting to apply Davies' analysis to the present model. [In order 
to do this we have to interpret vx as described in (iii).] If  one goes through 
Davies' proof in a formal way, one ends up with the condition 

[<VoVx(t)>l + L~(R) (66) 
x ~ r '  

for the equilibrium time correlation function (VoVx(t)) of the isolated crystal. 
Unfortunately, since (66) does not tend to zero as t -+ 0% it has no hope of 
being integrable. It would be of interest to see whether one could modify 
Davies' method in such a way that the weak coupling limit for the present 
model becomes controlled through the dynamics of the crystal. 

(iv) We also investigated the case of a classical particle moving through 
random impurities with a Hamiltonian function given by (1) (E = 0). In this 
case one uses a space and time rescaling 

h -+ 0, h2t = z fixed, h2r = q fixed (67) 

[The rescaling (67) should come as no surprise. Martin <8) has shown that for 
the classical Lorentz gas (wind-tree model) the limit (67) is equivalent to the 
Grad limit, where the density of the scatterers is increased and their cross 
section is decreased in such a way that the mean free path of the wind- 
particle is kept constant (no space and time rescaling). The equivalence of the 
two limits should be true in general.] We can copy step by step the proof for 
the quantum case. In the limit (67) one obtains, again in the interaction 
picture, the Fokker-Planck type of equation for the time evolution of phase 
functions f(p, q), 

-~ f(P' q) = 2 ~ h,j(p) ~ f(p q) (68) 
~ , j  = 1 
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with 

h~(p)  = dt dk ~(k)[ l;'(k) 12k~kje ~'~ (69) 
v 

However ,  we have been unable  to control  the interchange of  the sum over n 
and the limit h -+  0. 

(v) In  solid state physics one is interested in a somewhat  different kind 
of  r a n d o m  impuri ty  problem.  One supposes tha t  the scatterers are r andomly  
distr ibuted in space, e.g., as the spatial pa r t  of  the ideal gas in equil ibrium. 
For  a low density p of  the r a n d o m  sca t te re rs - -a  condit ion which is clearly 
met  in m a n y  practical  s i tua t ions- - the  validity of  the t ranspor t  equat ion (3) 
with ~(k) = l is assumed. As in Section 2, one can prove  for  this model  the 
existence of  the averaged dynamics  in the infinite-volume limit and the 
convergence of  the Dyson  expansion.  In  the limit density p --~ 0, t -+  ov such 
tha t  pt = ~- is kept  constant  (there is no assumpt ion  on the weakness of  the 
interact ion !), one obtains formal ly  the t ranspor t  equat ion (3). The  mechanism 
for  the survival o f  those terms tha t  add up to the t ranspor t  equat ion is 
precisely the same as in the present  model .  Unfor tunate ly ,  in the Dyson  
expansion at  each order n there are so m a n y  terms that  a uni form est imate 
in z, even for  short  times, cannot  be obtained.  

A P P E N D I X  

Let  p be a pairing of  {1,..., 2n} and let ~r be a permuta t ion  of  {1 .... ,2n} 
such that  ~r(j + 1) > ~r(j) f o r j / >  k and rr(j + 1) < rr(j) for  k > / j  + 1. We 
order  {1 .... ,2n} and  the pe rmuta t ion  ~r f rom the right, i.e., 2n . - . j  ... 1 and  
~r(2n) ..- 7r(j) ... 7r(1). The  pairings are labeled in order  of  their first member  
to the right, i.e., p(1) < .-. < p ( 2 j  - 1) < ..- < p(2n  - 1). Let 

sj = t~j+l~ - t~j~, j = 1,..., 2n - 1 (A1) 

We conclude f rom (45) tha t  the n • n matr ix  Q"'p in (46) is given by 

(Qn,p)j,, = ~ s, (A2) 
i 

where the sum is over  all i such t ha tp (2 j  - 1) ~< i ~< p(2j)  - 1 andp (2m - 1) 
~< i ~< p(2m) - 1. Let  h be the funct ion 

h: t ~ rain{l, [tl-=/2} (m3) 

Let  P be a project ion diagonal  in the given representat ion o f  Q~'p. By 
det PQ" 'pP  we mean  the de terminant  o f  the principal  minor  corresponding to 
P. For  P = 0 we set det PQ~,~P = 1. 
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The analysis leading to the results of Lemmas A1 and A2 is rather 
involved. However, the basic strategy is very simple and can be easily under- 
stood in terms of a graphical representation of Q~'p, which we introduce now. 
At the beginning of each proof  we will explain then the "flow diagram" in 
terms of this graphical representation. 

We fix the permutation rr and introduce the difference variables sj. For 
example [here ~r(1) = 5, ~r(2) = 3, ~r(3) = 1, ~r(4) = 2, ~r(5) = 4, ~r(6) = 6, 
p(1) = 5, p(2) = 4, p(3) = 3, p(4) = 1, p(5) = 2, p(6) = 6] 

I I 
t l I - - ]  
t6 t~ t2 t~ t3 t5 

s5 s4 s3 s2 sl (*) 
I 1 I I I 

I I 
I I I 

The specific pairing p determines the diagonal elements of Q~,p, which are 
represented as straight lines, as can be seen from the example. The off- 
diagonal elements of Q~'p are already uniquely determined by its diagonal 
elements. (The off-diagonal term jm contains all terms common to the 
diagonal terms j j  and mm.) For example, (*) is the graphical representation of 

Sz + $2'--}- $3 -q- $4 $2 S~ \ 

) Q~'P= s2 s2 0 

s4 0 s~ + s5 

We have the following bound: 

Lemma A1. 

f 
O~<tl~< ... ~t2n~<t 

dt2, ... dtl min[det PQ~'PP I -~,2 <~ (1/n!)t,(l[hH1), (A4) 
P 

fo rv  ~> 3. 

Proof. (0) We express the time integration in terms of the s-variables 
[step (i)]. One has to perform 2n time integrations. For the integration over 
the s-variables appearing at the first place from the right in a line one uses an 
Ll-norm estimate of minpldet PQ='PPI-v/2. One has to show [step (ii)] that 
after this estimate the remaining function comes from a new Q='p matrix 
that is the old one where the line used in the estimate has been simply omitted. 
Since we have n lines, we obtain thereby the factor ([[h II 1) ". The remaining n 
integrations are performed explicitly. At each step this results in a polynomial. 
If  there is a norm estimate, one takes the supremum of the polynomial over 
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the range of integration. One has to show [step (iii)] that the explicit integra- 
tions and the suprema together result in ( t /n! ) t  ~. (In our example, we estimate 
the sl and the s2 integrations, perform explicitly the s3 integration, estimate 
the s~ integration and take the supremum of the polynomial, and integrate 
explicitly over ss and tr.) 

(i) To perform the integration, we express the integral (A4) in terms of 
the s-variables, which will depend then on the permutation ~r. Let l ( j )  be the 
largest integer such that ~r(l(j)) < ~r(j). Then 

{~< 0 if m < l ( j )  (A5) 
sj + . . -+  Sm /> 0 if m >1 l( j )  

(m = j, .... 2n -- 1). We assume that ~r(2n) = 2n. The case ~r(1) = 2n can be 
obtained by reflection. Then 

0 <~ sj + . . . +  s2~-z <<. t2~ (A6) 

From (A5) and (A6) we obtain the domain of integration 

- ( s j + l  + .-. + sz~j~) ~< sj ~< 0 (A7a) 

i f j  > k and 7r(l(j)) < 7r(j) -- 1; 

--(Sj+I + - - '+  Sz~j~) ~< Sj ~< --(Sj+I + ' " +  SZ~j~-I) (A7b) 

i f j  < k and rr(l(j)) = 7r(j) - 1; and 

0 ~< sj ~< t2~ - (sj+~ + . . . +  s2._~) (A7c) 

i f j / >  k. 
(ii) We exploit the special structure of Q~'p. Since 

p(1) = 1 (AS) 

s~ enters only at (Q~'P)I~- Therefore 

det Q~'~ = sl(det Q~:~) + R1 (A9) 

where R~ is a rest independent of sl. The index 2, n denotes the principal 
minor from 2 to n. (It can be shown that det Q~'p is a monomial with coeffi- 
cients § 1 in the s-variables.) Q~:~ has the same structure as Q~:~ but depends 
only on sp~a),..., s2,-1. As we integrate over s~,..., s~-i the integrand has the 
following form: 

minldet PQ'J'_~P]-~/2 pol(s~,..., s2,-~, t2.)(llhl[~)" (A10) 
P 

where pol denotes some polynomial. Two cases can now occur: 

1. The first term does not depend on s~. Then the integration over s~ 
will result in a new polynomial pol'(s~ + z ..... s~,_ 1, t2n) with a degree raised by 
o n e .  
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2. The first te rm depends on Sr. Then r = p(2j - 1) and we est imate by 

sup Ipol(s,(2s- i~ ..... s2~-1, t2~)l(lihl[1) m 
s~(21- z)e[a,b] 

x ds.(~s-1, minldetPQ~:gPl-~J~ ( A l l )  

Let  the unit  vector  in direction j be contained in the range of  P. Then we 
have 

ldet  PQ~,gPI-~'= -- Idet  PQ]u + R,(det  PQ];~,.P)-~I-v'= 
(A12) 

where R s is some rest independent  o f  sp(2s-l~. The integrand in (A11) is also 
bounded  by ldet PQ'];~,~P[ -vl2. Therefore  

( A l l )  ~< sup [pol(s,(2s_l),..., s2~-~, t2~)i(llhH~) m+~ 
sp(21- z)e[a,b] 

x min[det  eQ]'+h,~Pl-V/2 (A13) 
P 

and we pick up an extra power  of  llhll~ and a po lynomia l  o f  the same degree 
as before. 

(iii) We have to keep t rack  of  the polynomials .  Let  ~r(i) < ... < ~r(j) be 
all those permuta t ions  having the same l(j). I f  we integrate the constant  
funct ion over  sy ..... s~, we obtain  

(l/%!)(s,(s))as (A14) 

with a s = ~r(l(j) + 1) - ~(l( j))  - 1. I f  we now integrate over  

minlde t  PQ='~Pi-~12 
P 

then we have to apply the bounds  developed in (ii). In  each case the sup of  
the polynomia l  is at  the upper  limit o f  integration. Consequently,  at each 
est imate we pick up one power  of  lihll~ and  one power  less of  the polynomia l  
we obta ined before. Therefore,  depending on the number  of  estimates,  the 
integrat ion now results in 

(11%' !)(S,(s))<~;(ll h II 1) m' (e  15) 

with %' = 7r(l(j) + 1) - 7r(j) - 1 - m' .  After  all integrations up to s ~ - l ,  
the integrand is then given by 

( 2I~I1 ~ (ss)~s)(lihlll) m mein]det PQ~.~I.~Pi -~12 (A16) 
s=~ c9! 

where 0 ~< % ~< rr(j + 1) - ~r(j) - 1 and 

2 n - i  2 r ~ - i  

~; + m = ~ @ ( j  + l)  - ,~(j) - 0 
j= / r  J=h:  
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The first % # 0 is f o r j  = l (k  - 1). Let  ~r(l(k - 1)) - 7r(k) = p' .  In tegrat ing 
over  s~,..., s,(~-1)-1 gives the fac tor  

(1/fi'!)(t2~ - s2~-1 . . . . .  sz~-l~) B" 

I f  we have to apply the est imate (A13) several times, then the integrand 
becomes "~ 

, = l ( k -  1) + 1 a t (~c -  1) ! 

1 
. . . . .  s,,~_~,)e(Ilhl]l) m' min]detPQ~.'~+~..P[-V/2 (A17) x ~. (t2. - s2._ 1 

r  I f  det Qm,+ ~.. does not  depend on s~(~_ ~), then we obtain  upon  integrat ion the 
factor  

j=t(~-l~+l (~z(~-~ +/3  + 1)! (t2. - s2~-~ . . . . .  s , ~ - ~ > 5 ~ , ~ - -  +B+z~ 

(A18) 

~z~p I f  det Qm,+ Z,n depends on s~(k-l~, we apply  (A13) and est imate the supremum 
on (A17). We obtain  

j = . k - l > l  (~.k-1) + /3) t  (t2~ - s2.-1 . . . . .  

• (llhll~) ~ '+1  minldet  PQ,~;~+z.,,Pi -v'2 (A19) 
P 

where we used 

log a ! + log 3! + (a + 3) log(~  + /3)  - a log a - / 3  log/3 > log(c~ +/3) !  

Cont inuing  the integrat ion,  we find 

f dt2~ ... dq  minldetPQ~'PP]-~/2  
P 

O <~t1<~ . . .  <<.t2n <.t 

<. dry. ~ X (t~.)._~(llhH1) ~ x - O! = 7., t"(llh]]l)~ [ ]  (A20)  

We call a pair ing p trivial for ~r if  any odd ~r(j) is paired with ~( j )  + 1. 

k e m m a  P,2. I f p  is nontr ivial  for  ~r and v 1> 3, then 

f dt2, ... dq  min]detPQ~'~P]-~/9. ~ C t " - "  (A21) 
�9 P 

0 < t  1 . , .  <t2n~<t 

for  s o m e ,  > 0. 
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ProoL We restrict ourselves again to the case 7r(2n) = 2n. We isolate 
an important condition for the pairings p, which will be used throughout the 
proof:  

1. p ( 2 j ) -  1 = p ( 2 j -  1) if p ( 2 j -  1) />k  
2. either p(2j) - 1 = p ( 2 j -  1) or p(2j) - 1 = l (p (2 j -  1)) 

if p ( 2 j -  1) < k and zr(l(p(2j- 1))) < ~ ( p ( 2 j -  1)) - 1 (*) 
3. either p(2j) - 1 = l (p (2 j -  1)) 

or p ( 2 j ) -  1 = l (p (2 j -  1 ) ) -  1 
if (2j - 1) < k and ~r(l(p(2j- 1))) = ~r(p(2j-  1)) - 1 

(0) We fix the permutation 7r and consider the set of all pairings. In step 
(i) we will exploit the fact that 

J/ J: dx h(x), y > 0 and dx h(x), y < 0 
oo  

behave as [yl- ' ,  ~ > 0, for large [Yl, which gives after all remaining integra- 
tions t ~- ' .  We perform all integrations until there is only one line left. (Up 
to s3 in our example.) If  this line is not of the form given in (*), then all 
terms with these pairings will behave as t ~- ' .  We therefore consider now 
only the subset of all pairings for which the last line of the graphical repre- 
sentation has the form (*). We perform all integrations up to the line before 
the last one. Again, if this line is not of the form (*), then all terms with these 
pairings will behave as t ~- ' .  We therefore consider now only the subset of 
all pairings for which the last line and the line before the last one has the 
form (*), etc. The general case from j to j + 1 is treated in step (ii). (In our 
example the last line s4 - s5 gives already the - E  power.) 

In step (iii) we consider the subset of all pairings for which (*) is satisfied. 
Except for the trivial pairing, each one of these terms necessarily contains an 
integral of the form 

fo ' dX xqh(x) ,., yq-, 

(y > 0, q /> 1, ~ > 0), which upon integration leads to t " - ' .  We conclude 
therefore that for a given permutation zr all terms except the one with the 
trivial pairing behave as t "-~. 

(i) Let us assume that all integrations up to s~(2,-1~-1 have been per- 
formed as in Lemma A1. Then, up to a polynomial, the integrand is 

Integrating over sv(2,_ 1), we pick up the power of - E  except if conditions 
(*) are satisfied for j = n. 
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To see this, we write out  the sp(2.-z) integrat ion and per fo rm a change 
of  variables:  

t 2 n  - -  ( s p ( 2 ~ )  + """ + S 2 ~  - 1 )  

1 +. j dx h(x) 
~p(2n - I) + 1 + "'" + Sp(2n) - 1 

S p ( 2 n  - I) + I +~""" + S~(2n) - I 

2+. j dx h(x) 

sl(~(2n - 1)) + i + "'" + S~(2n) - 1 

2_. 8~(2n--1)+1i"" +St~ dx h(x) 

- ( s p ( 2 n )  + " '"  + s z ( ~ ( 2 ~  - I ) ) )  

S / c p ( 2 n  - 1 ) ) +  " '"  8 p ( 2 n )  - 1 

3 +. j dx  h(x) 

S l C ~ ( 2 n  - 1 ) )  + 1 + " "  + '~(2n) - 1 

-- ( s p ( 2 n )  + " "  +r s t ( P C 2 n  - 1 ) ) -  1 )  

3_. j dx h(x) 
- ( s p ( 2 n )  + " ' "  + s I ( ~ ( 2 n  - 1 ) ) )  

The respective condit ions are 

p(2n - 1) >/ k 
p(2n - 1) < k 
p(2n - 1) < k 

(A22) 

I + .  

2+. and  p(2n) - 1 > I(p(2n - l)) 
2_. and  p(2n) - 1 < l(p(2n - 1)) 

with ~r(t(p(2n - 1))) < ~(p(2n - 1)) - 1; and condit ions 3+ and 3_ as 
condit ions 2+ and 2_ with ~r(/(p(2n - 1))) = ~(p(2n - 1)) - 1. Let  

f; fl f+  (y)  = dx  h(x), f _  (y)  = dx  h(x) (A23) 
oa 

Then f +  behaves as y - "  for  large, positive values and f _  as [yl - "  for  large, 
negative values. The  integrals indicated by  the plus sign can be es t imated 
by f +  and those indicated by the minus sign by f _ ,  which gives the extra 

power  - e. 
(ii) Let  us assume tha t  all integrat ions up to s~(2m-1)-i have been per-  

fo rmed  and assume that  in the integrat ions over  s~(2j-1), j = m + 1,..., n, 
we will pick up  the extra  power  - e  except if  f o r j  = m + 1 ..... n together  the 
condit ions (*) are satisfied. We wan t  to show tha t  we pick up  the power  - E  
except if  for  m the condit ions (*) are also satisfied. 

We have to consider only those pairings for  which (*) are satisfied for  
j = m + 1 ..... n. The  possible pairings (p (2m - 1)p(2m)) are cIassified as 
(a) nonover lapping  if p ( 2 m ) <  p(2m + 1), (b) part ial ly overlapping if 
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p ( 2 j -  1) ~ < p ( 2 m ) -  1 < p ( 2 j ) -  1 for some j = m +  1,...,n, (c) com- 
pletely overlapping otherwise. 

If the pairing (p(2m - 1)p(2m)) is nonoverlapping, then by the same 
method as in (i), we pick up the power - e  except if (*) are satisfied with 
j = m .  

If  the pairing (p(2m - 1)p(2m)) is completely overlapping, then we 
distinguish again the five cases above. We find now integrals of the form 

f dxl  f 4  (a - xl)h(xl) ,  

f dxl f _  ( -  a - xl)h(x~), 

f dxl  dx2 f+ (a - x l  - x2)h(xl)h(x2),... 

(A24) 

f dxl  d x 2 f _ ( - a  - x l  - x2)h(xl)h(x2) .... 

with a > 0, which behave for large a as a-% We denote these cases briefly 
by f 4 ( a  - x)h(x) and f _ ( - x  - a)h(x). We assume that (*) is not satisfied 
f o r j  = m. Then for 14 we findf+(a).  For 2 4 and 3+ we obtain either f§  (a) 
or f §  - x)h(x). For 3_ we obtain f _ ( - a  - x)h(x). The final case 2_ is 
somewhat more complicated. We estimate at the upper limit of the integral 
as f-((Sp(2m-174 1 + "'" + Sv(2m-17) -- ("'))" Let m' be the largest integer with 
(m') = l(p(2m - 1)). By (*) and the complete overlapping forp(2j  - 1) < m' 
we can have only "points," i.e., factors of the type h(sp<2j_ ~), j > m. If  this 
already exhausts all pairings j = rn + 1,..., n, then, by consecutively taking 
the supremum o f f _ ,  we obtain f _ ( - a ) .  If this does not exhaust all other 
pairings, then by estimating the supremum o f f _  we obtain 

f - ( - - ( S p c 2 m  ) + " "  + Stcv(2m-1))-l) -- (...)) 

which is of the form f _  ( -  a - x)h(x). 
If  the pairing (p(2m - 1)p(2m)) is partially overlapping, then of the 

five cases (A22), only 2_ and 3_ can occur. We note that for large s 

f ~  dy min{1, ]y + s[ -~/2, [y1-~/2+1} ,,, ]sl-~ (A25) 
co 

I f  s ~< 0, the claim is obvious. If  s /> 0, we choose around the singularity 
y = - s  the interval [ - s  - s q, - s  + s q] with 0 < q < �89 Then (A25) can 
be split as 

f f 
8q - - 8 + S  q "{- oO 

dy Iy + sl + dy [yl - j241 dy lY + s[ (A26) 
0 0  8 - - 8 q  s @ 8 q  

The first and the last terms behave as s-  ~q/2 and the middle term as s-  (~j2) + 1 + q. 
To estimate the partially overlapping pairings, let (p (2 j  - 1)p(2j)) be 

the first pairing (from the right) after (p(2m - 1)p(2m)) such that p(2j) - 
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1 > p ( 2 j -  1). We estimate the sp(2m-~) integration and all integrations 
between sp(2m - 1) and sp(2j.- 1) as in Lemma A 1. Then the remaining determinant  
factorizes and we obtain for  the sp(2j_ 1> integration the bound  

min{1, Is~(~j-l> + s'l-v~} (A27) 

where s '  stands for a sum of  the variables sp(2.t_1)+1 . . . . .  sp(2]_1) depending on 
p. Fur thermore,  we obtain the bound  

0 

f _  dsp(2ra-1)  [Sp(2m-1)  + ' " +  Sp(2m)_l[  - v /2  
c~ 

ClSp(2]-  l) + ' " - J r -  $1~(2m_1)_11 - v]2 +1 (A28) 

since s~(2j_l) + - . . +  sp(2m)-i ~ 0. I f  sp(2j-1)+l + ' " +  Sp(2m)-I >1 O, then we 
can bound (A28) by Isp(~j_ 1)1- v/2 + 1. Then (A25) gives the desired extra power 
o f  - ~ .  If  sp(2j-1)+l + ' " +  Sp(2m)-i <<. O, then the upper limit o f  integration 
for sp(2j_ 1) is necessarily - (s~(2j_ 1)+ 1 + "" + s~(p(2j_ 1))- 1). Shifting the inte- 
gration limits by sp(2j-1)+l + . " +  s~(2m)-~, we can again apply (A25) with 
s = s '  - (sp(2j-1)+l + ' " +  S~(2m)-l) to obtain the power - e .  

(iii) By (ii) only the pairings satisfying (*) f o r j  = 1 .... , n do not  give rise 
to the extra power - e .  Here we want  to show that  among  all pairings satisfy- 
ing (*) f o r j  = 1 ..... n only the trivial pairing does not  pick up a power of  - e .  
We note that  because o f  (*), det PQ~'pP factorizes. 

We look at the pairing joining ~r(k) - 1 and ~r(m). [To simplify the 
notat ion we consider here p as a pairing o f  rr(2n) ... ~r(1) and not  o f  2n -.- 1 
as before.] I f  m > k, then by (*), m = k + 1 and ~(m) is even, say 2b. Since 
to the right o f k  we necessarily have then the pairings (2 3),..., (2b - 2 2b - t ) ,  
for the integration over s~ we obtain (sk) ~, where a /> 1 whenever b > 1. 
The integral 

t2n -- (sic + 1 + "'" + 82n - 1) 

f 
0 

dsk (sk)"h(sk) ~ [t2, -- (Sk+l + " ' +  s2 , -~) l  ~-~ (A29) 

for c~ >/ 1. I f  k > m, then ~r(m) = 2. Therefore only the pairing (1 2) does 
not  pick up an extra power o f  - e .  

Let us suppose that  we showed already that  only the pairings (1 2)  .... , 
(2d  - 1 2d)  do not  have the extra power - e .  We look at the pairing joining 
~r(j) = 2d + 1 and ~r(m). Since by assumption ~r(j) < ~r(m), by (*), 7r(j) + 
1 = ~r(m) whenever ~r(j) is second (from the right) in the pairing. Let us 
suppose that  7r(j) is first in the pairing. I f j  > k, we can repeat the a rgument  
o f  the preceding paragraph  to conclude that  only for ~r(j) + 1 = ,r(m) is there 
no extra power o f  - ~. I f j  < k, then by (*) necessarily m > k, 7r(m) even, say 
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2b, and to the right o f j  we have the pairings <z,(j) + 2),... ,  <2b - 2 2b - 1). 
Therefore  we obtain  the integral  

o 

f dsy + ... + + ...' + (A30) (sj st(y)) 
-(sl+i + "'" +sz(j)) 

where a t> 1 whenever  ~r(j) + 1 < =(m). The pr ime indicates tha t  we do not  
have all variables in between. The  upper  limit o f  the integral m a y  be also 
- ( s ~ + l  + - . . +  sz(y~-l). I f  ~ >t 1, the integral (A30) gives the extra  power  of  
- e .  Therefore  only for  zr(j) + 1 = ~r(m) do  we not  obta in  the extra  power  
of  - e .  This concludes the proof .  �9 
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